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ABSTRACT
Circuit-switched technologies have long been proposed for han-
dling high-throughput traffic in datacenter networks, but recent
developments in nanosecond-scale reconfiguration have created
the enticing possibility of handling low-latency traffic as well. The
novel Oblivious Reconfigurable Network (ORN) design paradigm
promises to deliver on this possibility. Prior work in ORN designs
achieved latencies that scale linearly with system size, making them
unsuitable for large-scale deployments. Recent theoretical work
showed that ORNs can achieve far better latency scaling, proposing
theoretical ORN designs that are Pareto optimal in latency and
throughput.

In this work, we bridge multiple gaps between theory and prac-
tice to develop Shale, the first ORN capable of providing low-
latency networking at datacenter scale while still guaranteeing high
throughput. By interleaving multiple Pareto optimal schedules in
parallel, both latency- and throughput-sensitive flows can achieve
optimal performance. To achieve the theoretical low latencies in
practice, we design a new congestion control mechanism which
is best suited to the characteristics of Shale. In datacenter-scale
packet simulations, our design compares favorably with both an
in-network congestion mitigation strategy, modern receiver-driven
protocols such as NDP, and an idealized analog for sender-driven
protocols. We implement an FPGA-based prototype of Shale, achiev-
ing orders of magnitude better resource scaling than existing ORN
proposals. Finally, we extend our congestion control solution to
handle node and link failures.
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1 INTRODUCTION
Traditional datacenter networks have been designed primarily us-
ing packet switches. However, as network technologies and the de-
sired characteristics of datacenter deployments continue to evolve,
the limitations of packet switches are becoming more apparent. Due
to the end of Moore’s Law and Dennard Scaling, packet switches
face increasing difficulty in scaling to meet network demands with-
out consuming unnecessarily large amounts of power, both within
high-density racks [39] and throughout the datacenter [2]. As a
result, many emerging network designs have intentionally avoided
using packet switches [9, 13, 18, 22, 24, 32, 40, 46]. Circuit switches
present an exciting alternative to packet switches due to their re-
duced power consumption [2, 39], and potential to scale to arbi-
trary bandwidth (in the case of optical switches) [5, 24]. While
historically, slow reconfiguration times limited the applicability of
circuit switches to low-latency traffic, recent circuit switch designs
have emerged that are capable of nanosecond-scale reconfiguration
times, including both electrical [25] and optical [5, 8, 10] switches.
Because circuit switches must be explicitly reconfigured to con-
nect new source-destination pairs, using them imposes a design
challenge. Until recently, circuit switched network designs have ap-
proached this problem by dynamically recomputing circuit switch
configurations in response to new traffic [17, 18, 40]. Unfortunately,
this dynamic reconfiguration process is impractical at the nanosec-
ond timescales possible with recent switch designs, making them
ill-suited to supporting low-latency traffic.

Oblivious Reconfigurable Networks (ORNs) are a new network
design paradigm that can realize the potential of modern, rapid
circuit switches. In ORNs, circuit switches are reconfigured oblivi-
ous to traffic, using a predetermined schedule, thus eliminating the
latency inherent in classical designs. To support arbitrary traffic,
ORNs use an oblivious routing scheme to route data indirectly to its
destination. By co-designing the schedule and routing scheme, good
performance can be achieved regardless of the traffic pattern, with-
out dynamically adapting any part of the network. RotorNet [27],
Shoal [39], and Sirius [5] are three network designs following the
ORN concept that have already been demonstrated on physical
test-beds. However, these designs all maximize throughput at the
cost of poor latency scaling. As a result, they are not well suited to
support modern datacenter traffic, that comprises a wide mixture
of flows (multiple traffic classes) with different throughput and
latency requirements [16].
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Figure 1: A comparison of the throughput and intrinsic laten-
cies achievable by various tunings of Shale for a 100,000-node
network. For our evaluation, timeslots begin every 5.632 ns.

We present Shale, an ORN that generalizes existing designs to
achieve a tunable tradeoff between throughput and latency scaling.
For datacenter-scale networks, Shale can be tuned to achieve an
intrinsic latency multiple orders of magnitude lower than that of ex-
isting systems such as Shoal, Rotornet, and Sirius (which all reduce
to a special tuning of Shale), as shown in Figure 1. Shale achieves
this tunable tradeoff by carefully choosing a schedule from a collec-
tion of ORN schedules, each of which has been shown to achieve a
Pareto optimal tradeoff between throughput and latency [4]. Shale
additionally proposes a novel interleaving technique (Section 3.2)
that carefully combines multiple ORN schedules. This allows multi-
ple traffic classes, such as low latency and high throughput traffic,
to simultaneously each be served on their ideal schedule.

Next, in order to achieve the Pareto optimal throughput-latency
tradeoff, the traffic needs to be uniformly load balanced across
all nodes in a Shale network (Section 3.1). This high degree of
multi-pathing poses a challenge for exisitng congestion control
algorithms, that fall short in maintaining low queueing in the net-
work (Section 3.3). To overcome this, we design a novel congestion
control algorithm which extensively modifies an existing ORN
congestion control [39] to work in Shale’s multi-hop context. Our
algorithm achieves bounded queuing with minimal resource and
processing overheads. Our algorithm is Finally, we extend our con-
gestion control mechanism to communicate node and link failures
in real time, allowing traffic to be rerouted with minimal impact on
throughput and latency (Section 3.4).

Using both an FPGA-based hardware prototype and large-scale
packet simulations, we show that Shale’s mechanisms achieve close
to theoretical throughput and latency guarantees, while also achiev-
ing up to 13× better tail latency and 20× better tail buffer occupancy
than state-of-the-art congestion control protocols such as NDP [19].

This work does not raise any ethical issues.

2 BACKGROUND
ORNs set up circuits based on a traffic-oblivious schedule which
can be expressed in terms of timeslots. During each timeslot, the
schedule dictates which nodes are to be connected to which other
nodes, and switches remain in a fixed configuration, allowing nodes
to send a single cell. This schedule is run synchronously, enabled
by nanosecond-scale clock synchronization [5, 21, 38] and careful
control of the propagation delay of each link. Timeslots are sepa-
rated by guard bands to allow switches to reconfigure and absorb
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Figure 2: A single round-robin schedule for 6 nodes and con-
nections formed over the course of the schedule.

clock drift. To support arbitrary traffic patterns, oblivious routing
is used to route data indirectly to its destination.

Several designs, including Rotornet [27], Shoal [39], and Sir-
ius [5], have been proposed following the ORN paradigm, all of
which use similar, easy-to-express schedules and routing schemes.
Here, we present an abstracted version of these designs which we
refer to as the Single Round-Robin Design (SRRD). As the name
implies, this design uses a schedule based on a single round-robin
among all nodes in the system. We refer to one iteration of the
schedule (one round-robin in this case) as an epoch.

To support arbitrary workloads, the SRRD uses a routing scheme
based on Valiant Load Balancing (VLB) [45]. In VLB, when a node
has a cell to send, rather than sending it directly to the destination, it
first sends to a random intermediate node in the system1. The SRRD
accomplishes this in one hop, which we refer to as the spraying hop,
since it accomplishes packet spraying. Next, the cell is forwarded
directly to the destination. This is also accomplished in one hop in
the SRRD, which we refer to as a direct hop.

Since half of all hops in the SRRD are spraying hops, while half
are direct hops that end at the destination node, a fully-congested
SRRD network achieves destination throughput of half of the line
rate. The use of VLB ensures that the network is evenly loaded
across all workloads, preventing any bottleneck links that would
further reduce throughput.

Ignoring queuing for now, this design achieves a latency of 𝑁
timeslots in the worst case. The first hop to the intermediate node
takes place over the first timeslot. However, in the worst case, the
cell may need to wait an entire epoch to be able to forward the cell
to the destination, for a total latency of 𝑁 timeslots. As a result,
this design has poor latency scalability; while ORNs have been
proposed for systems with tens of thousands of nodes [5], systems
based on the SRRD have thus far only been evaluated on hundreds
of nodes.

3 SHALE
In this section, we present Shale, which is a generalization of ex-
isting SRRD ORN designs, providing tunable tradeoff between
throughput and latency. We start by describing Shale’s schedule
and routing scheme, followed by how Shale combines its sched-
ules to support multiple traffic classes. Finally, we describe Shale’s
congestion control.

1Both the SRRD and Shale deviate from this slightly to improve latency. When a
node has a cell to send, it sends the cell to the first neighbor it can, rather than a
random one. While long flows will sample all outgoing links, and flow arrival usually
produces sufficient randomness for short flows, additional mechanisms (described in
Section 3.3.2) ensure that intermediate nodes are well-distributed in all cases.
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Figure 3: Shale’s schedule with ℎ = 2 for nine nodes. Here,
each node is labeled with two letters, and participates in
round robins with nodes differing by only one letter.
3.1 Schedule and Routing Scheme
Our recent theoretical work [4] has shown that within the ORN
design space, many Pareto optimal tradeoffs are possible between
worst-case throughput and intrinsic latency (latency resulting from
the properties of the schedule and routing scheme, rather than
queuing delay). Intuitively, this tradeoff exists because reducing
intrinsic latency requires using paths with more hops, which have
the flexibility to reach all nodes in the system using a shorter sched-
ule. However, using more hops means each cell consumes more
bandwidth over its entire path, reducing throughput. In our pre-
vious work [4], we proposed a family of theoretical ORN designs,
called EBS, which forms the basis for Shale’s schedule and routing
scheme. EBS generalized the SRRD to use ℎ spraying and ℎ direct
hops, rather than just one of each, achieving a maximum intrinsic
latency of O(ℎ ℎ

√
𝑁 ) and support throughput of 1

2ℎ . This config-
urable tradeoff between throughput and latency is always Pareto
optimal for ORN designs, up to a constant factor in latency [4].

Shale directly uses the EBS schedule. In this schedule, rather
than participating in a single round-robin among all nodes, nodes
instead participate in ℎ smaller round-robins, which we refer to as
phases. Each node is assigned a unique set of ℎ coordinates ranging
from 1 to ℎ

√
𝑁 . During a given phase, a node connects to each of

the ℎ
√
𝑁 − 1 nodes that match in all but a specific coordinate. An

example of this schedule is shown in Figure 3.
Shale’s routing scheme adapts the EBS routing scheme to work

with fixed-size cells2. Paths are constructed using VLB, and are
divided into spraying and direct hops. As in the SRRD, the first
spraying hop is taken to the first available neighboring node. Fol-
lowing this, during the subsequent ℎ − 1 phases, a random hop is
taken. The first ℎ hops thus have the overall effect of randomizing
all ℎ coordinates, sending the cell to a random intermediate node
in the system. We refer to these hops as the spraying semi-path.
Afterwards, during each of the following ℎ phases, the cell is sent
to the node which matches the destination in the corresponding
coordinate. This takes up to ℎ further hops, across up to ℎ adjacent
phases. We refer to the ℎ direct hops as the direct semi-path.

For example, in ℎ = 2 Shale, a cell could be sent from node AA
to node CC via the path AA→BA→BB→CB→CC. In this path, the
portion from AA to BB is the spraying semi-path, and from BB to
CC is the direct semi-path.

Overall, paths in Shale are up to 2ℎ hops long, and take place
over up to 2ℎ adjacent phases. This corresponds to an intrinsic

2 EBS’s design assumes fractional flow: each unit of flow is evenly divided between all
possible intermediate nodes. In Shale, fixed-size cells cannot be subdivided, and must
therefore each traverse a single path.
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Figure 4: A comparison between similarly configured sim-
ulations of Opera and Shale with 576 nodes. Under Opera,
long flows are penalized due to long timeslots (over 8000 ns)
and use of RotorLB with a large number of nodes. Shale’s
far shorter timeslots (∼5ns) leverage rapidly-reconfiguring
switches to enable low latencies for short flows without these
compromises.

latency equivalent to 2 epochs, or 2ℎ( ℎ
√
𝑁 − 1) timeslots. Because

of the use of VLB, flow is well-distributed throughout the network
on average for all workloads, leading to a worst-case throughput
guarantee of 1

2ℎ times line rate.

3.2 Handling Multiple Traffic Classes
3.2.1 Existing approaches. Existing attempts to add support
for multiple traffic classes to ORNs were motivated by the slow
reconfiguration times of existing optical circuit-switched technol-
ogy, which can penalize the completion times of short flows when
used with ORNs. Opera [26] attempts to resolve this problem by
running a single round-robin schedule in parallel using multiple
transceivers at each node. Under Opera’s schedule, at every point
in time, nodes are connected in a random expander graph. Each
configuration is held for several microseconds, allowing short flows
to be routed using multiple hops in a single expander topology.
Meanwhile, long flows are sent using the RotorLB transport pro-
tocol, which attempts to send traffic only when the source node is
directly connected to the destination. For unbalanced workloads,
RotorLB sends indirectly using VLB.

While this approach completely removes the effect of reconfigu-
ration delay from short flow latencies (allowing it to outperform
pure ORNs for the shortest flows), it also forces the use of long
timeslots during which nothing is reconfigured. This is because
each circuit configuration must be held at least as long as an end-
to-end RTT, ideally longer to ensure most short-flow packets make
it to their destination before a reconfiguration. Due to the speed
of light, this duration can be orders of magnitude longer than the
timeslot lengths that would otherwise be possible with new, rapidly-
reconfiguring switches. When rapidly-reconfiguring switches are
available, Opera has the effect of supporting low latencies at the
expense of exacerbating certain scalability issues in the SRRD.

Figure 4 shows a comparison between Shale with ℎ = 1 (using
the same schedule as systems like Rotornet, Shoal, and Sirius), and
Opera using similar 576-node configurations. We describe our Shale
simulator setup, as well as the heavy-tailed workload used here,
in Section 5, and use the publicly available Opera simulator [28]
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with minor modifications to enable a similar simulation setup3. For
Opera, we use the same 15MB bulk flow cutoff as was used in its
original evaluation when testing this workload [26]. Both Shale
and Opera are configured with a total aggregate bandwidth of 400
Gbps at each node and a propagation delay of 500 ns. While Shale
is able to use a timeslot length of only 5.632 ns, Opera must hold
each of its configurations for 8167 ns.

Due to RotorLB, bulk flows are heavily penalized by Opera, ex-
periencing tail FCTs nearly 400 times slower than if they were sent
directly to the destination at line rate. This is because in this system
size, a node with a bulk flow to send will only be connected to the
destination 1

575 of the time, a problem which will only worsen with
system size. This slowing of long flows imposes a severe scalability
limitation and makes RotorLB impractical for very large systems.

At the same time, one of the advantages of RotorLB is that bulk
traffic can be primarily buffered in the end-host’s networking stack
until a direct path is available. Abandoning this approach requires
buffering traffic at intermediate nodes. However, as timeslot lengths
increase, the amount of traffic that must be buffered similarly in-
creases. This greatly increases the memory requirements to run
such a system, compounding the high resource utilization imposed
by scaling up SRRD-based systems (demonstrated in Figure 7).

Note that in Figure 4, the longest flows have a decreasing size-
normalized FCT. This behavior also appeared in the original evalu-
ation of Opera [26]. Despite this, for flows 128 MB and above, even
the flow with the lowest size-normalized FCT in Opera was slower
than the highest size-normalized FCT in Shale.

3.2.2 Interleaving. Shale’s tuning parameter ℎ provides multiple
different schedules, each achieving a different tradeoff between
throughput and latency for all traffic. This enables a new method
of supporting multiple traffic classes, which we call interleaving, in
which multiple sub-schedules are combined into a single schedule
which combines their benefits. Each sub-schedule is used as-is
with the routing unmodified, and each cell is routed on only one
sub-schedule, ensuring that the properties of each schedule are
maintained. In its simplest form, interleaving can be achieved by
simply alternating between two different sub-schedules every other
timeslot; for example, every even timeslot could be mapped to
an entry of the higher-throughput ℎ = 2 schedule, while every
odd timeslot could be mapped to an entry of the lower-latency
ℎ = 4 schedule. This allows short flows to be sent on a low latency
schedule while sending long flows on a high throughput schedule,
maximizing the benefits of both. Depending on the workload and
desired performance, different ratios of timeslots can be allocated
to each schedule.

In the future, Shale could even be interleaved with demand-
aware sub-schedules, which may be beneficial for mixed or partially
known demands.

Performance impacts. An interleaved ORN sub-schedule has
increased latency and reduced throughput proportional to the frac-
tion of timeslots allocated to the sub-schedule. For example, a sub-
schedule allocated half of the timeslots will take twice as long to

3Opera’s simulator assumes end-hosts are connected to top-of-rack switches which
actually participate in Opera. To compare to Shale which directly connects end-hosts,
we simulate only one end-host connected to each TOR using a single 400 Gbps link,
and configure each TOR with 8 x 50 Gbps uplinks.

complete each schedule iteration, doubling both the intrinsic la-
tency and the sensitivity to queuing. However, propagation delay
remains unaffected, and the degree of queuing in a low-latency
schedule may be reduced if long flows are delegated to a separate,
high-throughput sub-schedule. Similarly, a sub-schedule allocated
half of the timeslots will only be able to support half as much
throughput. However, the total throughput supported across in-
terleaved high-throughput and low-latency sub-schedules will be
greater than that supported by the low-latency schedule run in
isolation. We evaluate multiple interleaved configurations of Shale
in Section 5.2.

3.3 Congestion Control
Although Shale is based on an ORN design that achieves theoreti-
cally optimal intrinsic latency, in practice queuing can contribute
a large fraction of total realized latencies. ORNs are particularly
sensitive to queuing because their schedules empty at a rate of one
cell per schedule iteration, rather than at line rate4. Congestion
control is a core ingredient of Shale.

Shale differs from traditional packet-switched and circuit-switched
networks in ways that make many existing congestion control
mechanisms a poor fit. First, Shale relies heavily on multi-pathing,
which is necessary to achieve good throughput on arbitrary work-
loads in ORNs [4]. These paths overlap in intricate ways, resulting
in complex fate-sharing relationships that frustrate attempts to
address congestion on an end-to-end basis. At the same time, the
fixed size of cells makes it expensive to send short control messages.
Space can be reserved in each timeslot for exclusive use by control
messages, but if they are sent end-to-end, care must be taken to
ensure they do not themselves get congested. Finally, congestion is
likely to occur during all hops in a path - not just on the final hop
due to incast. These differences make congestion control algorithms
developed for packet-switched networks [12, 19, 30] potentially a
poor fit for Shale.

3.3.1 Causes of congestion in Shale. We identify two primary
forms of congestion in Shale: egress and path-collision congestion.

Egress congestion arises when cells with the same destination
accumulate in queues leading to their destination. This can occur
due to incast in which the total sending rate to a destination exceeds
its available bandwidth. If this congestion is not addressed imme-
diately, it quickly results in large amounts of queuing, as multiple
senders can send cells more quickly than they can be delivered.

In Shale, egress congestion can also arise spontaneously due to
the paths taken by cells, even when the destination’s bandwidth is
not exceeded. Randomized spraying ensures that traffic is evenly
distributed between the final links to a given destination on aver-
age. However, during a given time period, some final links may
receive more cells than others. Once a final link develops queuing,
it remains until either fluctuations or congestion control result in
less flow being routed along that link, or the total sending rate to
the destination decreases. Egress congestion is thus likely to be

4 In Shale, increasing ℎ reduces the length of the schedule, allowing queues to drain
faster, but also increases the number of hops, and therefore the number of queues each
cell traverses. Our evaluation shows that with effective congestion control, increasing
ℎ does indeed reduce latency even when congestion is considered.
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sustained even in the absence of incast, particularly for heavy-tailed
workloads.

Path-collision congestion arises when cells with unrelated
destinations happen to be enqueued at the same node to send on
the same link. Due to Shale’s use of many indirect paths (required
to achieve good performance [4]), path collisions can occur be-
tween any two source-destination pairs. Unlike egress congestion,
path-collision congestion occurs for all workloads with high uti-
lization. However, because Shale uses many indirect paths for each
flow, long-running flows do not create sustained load on queues
distant from their destination. Path-collision congestion is both less
workload dependent and more transient than egress congestion.

We address egress congestion with our hop-by-hop design. It
extensively modifies an existing congestion control proposed for
the SRRD [39] so that it can operate on Shale’s schedule. We address
path-collisions with our spray-short design, which allows inter-
mediate nodes to slightly deviate from Shale’s routing algorithm
based on their local queue lengths. We refer to the combination of
the two as HBH+spray.

3.3.2 Hop-by-hop congestion control. Existing ORN proposals
based on the SRRD have made use of a hop-by-hop congestion
control design [39]. When an intermediate node receives a cell to
be forwarded, it counts how many cells are currently present in its
send queue to that destination node. When it next connects to the
original sender, it uses space reserved in the cell header to send the
previously measured queue length. Because the queues are FIFO
and empty at a constant rate of one cell per epoch, the queue length
allows the sending node to predict exactly when the previously
sent cell will be forwarded. The sending node then waits that many
epochs before sending a subsequent cell.

This design maintains the following invariant: At each interme-
diate node and at every point in time, there is no more than one cell
enqueued that was received from the same neighboring node and
is intended for the same destination. In the context of the SRRD,
this invariant limits the number of forwarded cells in each queue
to the incast degree of the destination, bounding egress conges-
tion. Additionally, due to the short path lengths used by the SRRD,
path-collision congestion can only occur on the first hop. Thus,
total congestion on each queue is limited to the sum of the outcast
degree of the sender, and the incast degree of the destination.

Extending to Shale. To adapt this into our hop-by-hop design
intended for use in Shale, we make several significant changes. The
first change is necessary to support the longer multi-hop paths
used in Shale. To maintain a similar invariant in this context, inter-
mediate nodes may also need to wait to send particular cells on a
given link. However, it is not always possible to predict in advance
when a node will be able to forward a cell on its next hop. The first
change is thus: rather than sending a queue length immediately
when a cell is received, an intermediate node waits until it actually
does forward the cell, and then sends a token back to the previous
hop. This token gives the previous hop permission to send a new
cell with the same destination via the given intermediate node; such
cells are now eligible to be sent via the given link. Note that after a
cell is sent on its final hop, there is no subsequent hop and thus no
token needs to be generated; cells are always eligible to be sent on
their final hop without regard to tokens.

AA BA

Spray

CC,1

Spray Direct Direct

CC

CC,0 CC,0

CBBB

Figure 5: An example path which a cell might take in ℎ = 2
Shale using hop-by-hop, showing both the hops taken by the
cell and the returned tokens.

To prevent head-of-line blocking due to awaiting tokens, the
second change is to transition away from strictly FIFO queues to
PIEO (Push In Extract Out) queues [35]. These queues allow the
first eligible cell to be extracted, even if it is not the first cell in the
queue. PIEO queues can be efficiently implemented in hardware, as
we demonstrate in our hardware prototype. If there are no eligible
cells in its send queue, a node can instead generate a new cell from
a flow it is sending, assuming that flow is itself eligible.

The third change prevents the possibility of deadlocks. Due to
the arrangement of paths used by Shale, it is possible for a cycle of
nodes to want to send each other cells with the same destination. If
cells are only differentiated based on their destination, this would
form a credit loop, causing a deadlock. To avoid this, hop-by-hop
assigns cells to buckets, with each bucket corresponding to a given
destination and an index representing the number of remaining
spraying hops. A cell’s eligibility is determined based on the bucket
to which it will be assigned at the next hop, and tokens indicate
which buckets have become eligible, rather than which destinations.
This results in a slightly different invariant compared to hop-by-
hop in the SRRD: At each intermediate node and at every point in
time, there is no more than one cell present in each bucket that was
received from the same neighboring node.

This design avoids deadlocks by eliminating cycles between
buckets. In the spraying semi-path, each bucket leads to another
bucket with a lower index, so cycles are not possible. In the di-
rect semi-path, all buckets used have an index of 0. Cycles are
prevented by the fact that each hop leads to a node that matches
more coordinates of the destination.

For an example of how hop-by-hop works in practice, consider
a cell sent from node AA to node CC via the path shown in Figure 5.
When the cell arrives at node BA after its first hop, it is tagged with
the previous hop AA, and because there is one remaining spraying
hop, it is assigned to bucket ⟨CC, 1⟩. Once node BA forwards the
cell on its next hop, it subsequently sends the token ⟨CC, 1⟩ to node
AA at the first opportunity. Following this, node AA may send
another cell to node BA which will be assigned to bucket ⟨CC, 1⟩.

One more change completes the design of hop-by-hop. Because
a single node can generate multiple tokens intended for the same
neighbor in a single epoch in our design, we reserve space in each
cell header for two tokens, ensuring that any backlogs drain quickly.

Impacts. Because hop-by-hop separates cells with different desti-
nations into different buckets, it primarily addresses egress conges-
tion. The invariant maintained by hop-by-hop limits the number of
cells enqueued at each node destined to each destination, bounding
the queue lengths that can be created by egress congestion. In addi-
tion, hop-by-hop sends cells to uncongested destinations before to
congested destinations, improving performance during incast.
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The first negative impact of hop-by-hop is an increase in the
size of cell headers. This increased overhead slightly decreases the
achievable throughput for all workloads.

More significant is the potential for hop-by-hop to limit through-
put when the propagation delay is too large relative to the epoch
length. Once a node sends a cell, even if the next hop immediately
forwards it, it still takes at least twice the propagation delay to
receive a token back, which limits the sending rate of cells in the
same bucket. This reduction in sending rate can be prevented by
allowing nodes to send multiple cells before receiving back a token;
we describe this in greater detail in Appendix D.

3.3.3 Spray via short queues. Our second design, spray-short,
targets path-collision congestion. This design modifies Shale’s rout-
ing algorithm slightly: when a node enqueues a cell on a spraying
hop, instead of choosing a random queue in the next phase in which
to enqueue the cell, it instead chooses the one with the fewest en-
queued cells (with ties broken randomly).

Impacts. Enqueuing a cell on a spraying hop in the shortest possible
send queue ensures that it collides with as few other cells as possible.
This reduces the average number of path collisions in the network as
a whole, in turn reducing path-collision congestion. spray-short
may also ensure a more even load across the queues of a given
node, lowering tail queue lengths and reducing total queuing at
each node.

Because spray-short only uses locally available information at
each node to decide which spraying hop to take, it adds no addi-
tional overhead to cell headers. However, spray-short modifies
the routing algorithm to no longer be oblivious, departing from the
theoretical model used in [4] and potentially breaking the through-
put guarantee. When using spray-short, flow is not guaranteed
to be evenly distributed among spraying hops, even on average.
Depending on the workload, some links might be largely avoided
as spraying hops due to heavy load by traffic on direct hops. When
combined with hop-by-hop, spray-shortmight cause uneven fan-
in near destination nodes, increasing hop-by-hop’s sensitivity to
propagation delay (described in Section 3.3.2).

Despite these theoretical possibilities, we did not observe any
throughput reduction due to spray-short in our experiments. Re-
alizing a sustained reduction in thoughput due to spray-short
would require many flows to interact with each other such that for
each flow, a small set of suboptimal spraying hops reliably have
the shortest queues when cells from that flow arrive at intermedi-
ate nodes. This highly specific interaction appears to be extremely
unlikely in practice, especially over a sustained period. We leave
further theoretical investigation to future work.

3.4 Failures
In order to support arbitrary workloads with good performance,
ORNs must route traffic via a large number of indirect paths, as
discussed in Section 3. As a result, a single failure in Shale impacts all
flows, as cells must avoid paths that traverse the failed node or link.
To achieve this, failures must be both detected and communicated
throughout the system. We accomplish this through an extension
of hop-by-hop.

To detect failures in Shale, note that every epoch, each node
both sends and receives a cell from each of its neighbors. If a node

𝑖 does not receive a cell from a neighboring node 𝑗 , it assumes that
either the node or the link is failed. Once node 𝑖 establishes that a
failure has occurred, it immediately stops sending cells to node 𝑗 ,
ensuring symmetric detection of link failures in case both nodes
are still otherwise active.

To communicate information about failed links (and by extension,
failed nodes), we introduce invalidation tokens and re-validation
tokens. These tokens have the same format as the regular tokens
used by hop-by-hop, and can be sent using the same portion of
the header by adding two bits to differentiate them. Nodes send
invalidation tokens to neighbors to indicate that they have no valid
route for cells belonging to a given bucket. A re-validation token
reverses the effect of a previously-sent invalidation token.

For buckets with zero remaining spraying hops, which corre-
spond to direct hops, a node can send a single invalidation token to
communicate all destinations that cannot be reached through direct
semi-paths due to a single failed link. This is possible because of
the fact that direct semi-paths are deterministic and form a tree. An
invalidation token of the form 𝑗, 0 invalidates all direct semi-paths
to node 𝑗 itself, as well as to all child nodes of 𝑗 in this tree.

Nodes use information gained from invalidation tokens to spray
cells down paths that avoid failed links. We expand on this design
in Appendix A.

Performance under failures. Routing around unusable paths
can impact the throughput of remaining flows, especially those
whose source or destination shares a phase group with a failed
node. Fortunately, recent theoretical work [49] has shown that
as long as failed nodes are well-distributed, with no more than ℎ

nodes missing from any given phase group, Shale’s throughput
guarantee is only reduced by a small factor. Performance can be
maintained under arbitrary failures by occasionally exchanging the
coordinates of failed nodes in order to ensure an even distribution.
In Section 5.4, we show that even when up to 8% of nodes are failed,
Shale maintains high throughput for the remaining nodes.

4 IMPLEMENTATION
We implement an FPGA-based prototype for Shale’s end-host in
Bluespec System Verilog [7], a high-level hardware description
language that compiles to Verilog. Our prototype targets Terasic
DE5-Net boards [44] comprising the Altera Stratix V FPGA [43],
234 K Adaptive Logic Modules (ALMs), 52 Mbits (6.5 MB) SRAM,
and four 10 Gbps network ports.

4.1 End-host Design
One of the main challenges of implementing Shale’s congestion
control mechanism is that under hop-by-hop, nodes must send the
first eligible enqueued cell, even if this cell is not at the head of the
queue. We accomplish this with per-neighbor PIEO (Push In Extract
Out) queues [35–37], which efficiently implement this capability.
We store the contents of cells to be forwarded in per-phase, per-
bucket FIFO queues which can be stored in DRAM, allowing us to
store just the bucket IDs in the PIEO queues. To ensure efficient
eligibility testing, we store these PIEO queues along with the per-
bucket available token counts in on-chip memory. Finally, we store
a per-neighbor FIFO queue of tokens to be returned. We illustrate
these data structures in Figure 6.
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Figure 6:Memory layout of end-host implementation. Length
of PIEO and token queues are tunable.

RX Path.When a node receives a cell, it first checks if it is the final
destination of the cell. If it is, it places the cell into a reorder queue
to be delivered to the application. Otherwise, the node determines
whether the cell’s next hop should be a spraying or a direct hop,
and determines the next hop as described in Section 2. It decreases
the remaining spraying hops in the header if needed, and enqueues
the corresponding bucket ID in the PIEO queue for the next hop. It
then writes the cell contents to the FIFO buffer associated with the
cell’s bucket and the phase of the next hop. In parallel, the node
also updates its local token counts to reflect any tokens that were
received in the cell header. These operations take 2 clock cycles in
the critical path.

TX path.At the start of each timeslot, each node updates its current
phase and neighbor, and attempts to dequeue an eligible bucket ID
from the corresponding PIEO queue. If an eligible bucket exists in
the queue, the first such bucket is returned, and the node reads a
cell from the corresponding FIFO. If there is no eligible bucket, but
there is an eligible local flow, it sends a cell from the local flow’s
queue. Otherwise, the node defaults to sending a dummy cell.

Once the cell to be sent is retrieved, the node adds up to 2 tokens
enqueued for the current neighbor to the header, and starts sending.
In total, the operations in the TX path take up to 7 clock cycles in
the critical path. For a detailed breakdown of both the RX and TX
paths, see Appendix C.

4.2 Optimizations
A naive version of our design would store the cells to be forwarded
in per-neighbor, per-bucket FIFO queues. For each bucket and phase,
hop-by-hop ensures that we only receive one cell from each neigh-
bor in the phase. For spraying hops, because all ℎ

√
𝑁 − 1 of these

cells could share the same bucket and next hop, each per-neighbor,
per-bucket queue must individually be capable of holding all of
them. This inflates the memory required by a factor of ℎ

√
𝑁 − 1,

meaning each node must reserve space for a total of ℎ2𝑁 ( ℎ
√
𝑁 − 1)2

cells across all neighbors and buckets. We use two optimizations to
dramatically reduce this memory requirement.

For our first optimization, we observe that for spraying hops,
per-bucket queues can be shared across all neighbors in a given
phase. This resolves the factor ℎ

√
𝑁 − 1 over-allocation of memory

described in the previous paragraph. Note that because cells on
their spraying hops can be sent via any neighbor in the same phase,
this optimization does not affect the correctness of the routing
algorithm. While this optimization does not apply to direct hops, all
direct hops to the same destination received from the same phase
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Figure 7: On-chip memory required by Shoal (representative
of Rotornet and Sirius due to similar schedules and routing)
and Shale for ℎ = 2 and ℎ = 4.

will use the same next hop anyway. This optimization reduces the
total memory across all buckets and phases to ℎ2𝑁 ( ℎ

√
𝑁 − 1).

Our second optimization uses the fact that empirically in our
simulations, at any node and at any time, only a small fraction of
the ℎ𝑁 total possible buckets are active (with enqueued cells or
outstanding tokens). Therefore, we only allocate cell buffers and
token storage for a limited number of active buckets, set by the
parameter 𝐴. To allocate indices, we use a freelist bitmap and a
priority encoder. We store the mapping from bucket IDs to active
bucket indices using a size ℎ𝑁 array, and the reverse mapping using
a size 𝐴 array. This reduces the memory required for cell buffers to
2𝐴ℎ( ℎ

√
𝑁 − 1) cells, and for local token counts to 𝐴ℎ( ℎ

√
𝑁 − 1).

4.3 Hardware Resource Scaling
An important concern for Shale’s scalability is its memory usage,
both on-chip and in DRAM. Assuming each node has at most 𝐴
active buckets at a time, at most 𝑄𝑃 bucket IDs enqueued in each
PIEO queue, and at most𝑄𝑇 tokens enqueued to return to neighbors,
the total on-chip memory required by Shale is O(ℎ( ℎ

√
𝑁 − 1) (𝑄𝑃 +

𝑄𝑇 +𝐴) + ℎ𝑁 ). Additionally, as described in the previous section,
Shale allocates space in DRAM to store 2𝐴ℎ( ℎ

√
𝑁 − 1) cells to be

forwarded to the next hop.
Shale’s most significant compute requirements stem from its use

of PIEO queues, which use priority encoders for eligibility testing
and rank comparison. Because we only dequeue from one PIEO
queue at a time, multiplexers can be used to share a single set of
priority encoders across all PIEO queues at the same node, ensuring
scalability on this front.

Figure 7 shows how Shale’s memory requirements scale com-
pared to existing designs, using Shoal [39] as a representative ex-
ample. Shale’s memory requirements are based on the maximum
number of active buckets and PIEO queue length observed in our
scalability experiments (Section 5.5), which are both doubled to
account for other potential workloads. The disparity in memory
requirements is due to Shale’s reduced epoch length, which reduces
the number of neighbors. Additionally, our memory optimizations
(which in practice do not transfer well to existing schedules) allow
us to reduce the amount of on-chip memory required per neighbor.

Takeaways. Shale with ℎ > 1 uses orders of magnitude fewer
hardware resources at datacenter scales than existing ORNs such
as Rotornet, Sirius, and Shoal.
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5 EVALUATION
We evaluate Shale using a custom packet-level simulator. In our
simulation setup, end-hosts are equipped with a 400 Gbps network
interface composed of eight 50 Gbps lanes, a configuration used by
current 400 Gbps interfaces [31]. We assume a slot time of 45.056
ns, composed of 40.96 ns of usable slot time, followed by a 4.096 ns
guard band. The usable slot time of 40.96 ns, combined with the per-
lane bandwidth of 50 Gbps, results in a total cell size of 256 bytes.We
reserve 12 bytes of each cell for the cell header, resulting in a payload
of 244 bytes. Similar to [39], we take advantage of the eight lanes
offered by each link to connect to neighbors in parallel, allowing a
new timeslot to begin every 5.632 ns on average. The bandwidth
of each lane, as well as size of the guard band, are achievable by
an optical ORN based on tunable lasers, as demonstrated in [5].
To approximate a datacenter-scale network, we use a propagation
delay of 0.5 𝜇s, or 89 timeslots, and simulate 10,000 nodes except
where otherwise specified.

We use synthetic workloads with flow sizes modeled after pub-
lished datacenter traces. Flows arrive according to a Poisson process,
and sources and destinations are chosen with uniform probability
across all nodes. The first workload [6], which we call the short flow
workload, uses the flow size distribution reported in a measurement
study of production datacenters. The largest flow size in this work-
load is 3 MB, and it produces primarily path-collision congestion.
We run its simulations for 2 million timeslots. The second workload
[14], which we call the heavy-tailed workload, mimics a data mining
workload. This workload features flow sizes of up to 1 GB, and
thus produces significant levels of egress congestion. We run its
simulation for 50 million timeslots.

To demonstrate performance under high utilization, we run our
workloads at load factors near the theoretical throughput guarantee.
The load factor 𝐿 is defined as the average sending rate at each
node, divided by the total available bandwidth at each node. On
ℎ = 2, we use a load factor of 𝐿 = 0.24, while on ℎ = 4 we use
𝐿 = 0.12, approaching the throughput guarantee of each.

In order to evaluate performance across a wide range of flow
sizes, we normalize each flow’s completion time based on its size.
For a flow with a length of 𝐹 cells in a system with a propagation
delay of 𝑃 timeslots, the amount of time it would take to transmit
the flow at line rate across one hop is 𝐹 +𝑃 . We divide the actual flow
completion time 𝑡 by this value to compute the size-normalized
FCT, 𝑡

𝐹+𝑃 . After normalizing each individual flow’s FCT, we divide
flows into buckets based on their flow size and compute statistics
independently for each bucket.

5.1 Hardware Prototype and Simulator
We begin by validating both our hardware prototype and our packet-
level simulator by simulating identical permutation workloads on
both, shown in Figure 8. To ensure that the hardware simulation
is tractable, we simulate only 16 end hosts, using both ℎ = 2 and
ℎ = 4 schedules. We simulate our hardware prototype using the
ModelSim FPGA simulator [29]. Our simulation uses a clock speed
of 156.25 MHz (resulting in a clock cycle of 6.4 ns) and 10 Gbps
links, as found on the Terasic DE5-Net board equipped with Altera
Stratix V FPGA [43]. To connect the nodes, we also implement a
switch which connects these nodes according to Shale’s connection

Figure 8: Throughput and queuing for the hardware proto-
type compared to packet simulations.
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Figure 9: Size-normalized FCTs for the heavy-tailed work-
load under various interleaved schedules. 𝑠 is the portion of
timeslots allocated to the ℎ = 4 subschedule, while 𝐿 is the
load factor used for each schedule.

schedule. We simulate a propagation delay of 2.5 𝜇s and use 512B
cells. All hosts are synchronized to the same clock. Accounting for
overheads, we begin a new timeslot every 68 cycles, resulting in an
available bandwidth of 9.412 Gbps.

Takeaways. Both our hardware prototype and packet simulator
achieve almost exactly the same throughput and maximum queue
lengths in these simulations (the differences are due to different ran-
domization in spraying). For both ℎ = 2 and ℎ = 4, the throughput
is above the theoretical guarantee of 2.353 Gbps and 1.176 Gbps, re-
spectively. This helps confirm that both are correctly implemented,
and that the hardware optimizations described in Section 4.1 do
not impact correctness.

5.2 Interleaving
Figure 9 shows the results of simulating the heavy-tailed work-
load on various interleaved schedules with 10,000 nodes. For each
schedule, the 𝑠 parameter indicates what portion of the timeslots
are used by the higher-ℎ sub-schedule, which is used by short flows.
Longer flows are sent on the lower-ℎ sub-schedule which uses the
remaining timeslots. The cutoff length is chosen to allow equiva-
lent utilization of both for our given workload. Here, we run each
schedule at almost the theoretical throughput limit, demonstrating
increased throughput with interleaving. Note that when 𝑠 = 100%,
the higher-ℎ sub-schedule is used for all traffic, and when 𝑠 = 0%,
only the lower-ℎ sub-schedule is used. For ℎ = 1, the schedule is
identical to Rotornet, Shoal, and Sirius.

Interleaving allows the lower short-flow latencies of higher-ℎ
schedules to be achieved while supporting much higher through-
put. As fewer timeslots are allocated to the higher-ℎ subschedule,
the time taken for each subschedule iteration increases, usually re-
sulting in longer latencies. At the same time, the reduced flow-size
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cutoff means that more flows are allocated to the low-ℎ subschedule
instead. This can occasionally improve latency in the higher-ℎ sub-
schedule, as with the 𝑠 = 40% schedule outperforming the 𝑠 = 50%
schedule when interleaving ℎ = 1 and ℎ = 4 on this workload.

Takeaways. Interleaving allows Shale to simultaneously and scal-
ably achieve high throughput and low latency. Depending on the
specific requirements, network operators can choose an interleav-
ing that balances latency and throughput.

5.3 Congestion Control Mechanism
We first evaluate our congestion control mechanisms, demonstrat-
ing the effectiveness of the combined HBH+spray.

Baselines.We use four alternative mechanisms as baselines.

(1) none provides a baseline of Shale with no additional congestion
control. Shale implicitly prioritizes forwarded cells over newly
originated cells, providing a primitive admission control (which
remains active in other designs).

(2) priority provides a baseline of Shale with in-network sched-
uling. Prior works [3] have shown that sending packets from
shortest flow first results in near-optimal mean flow completion
times. In priority, when a cell arrives at a node, it is assigned a
priority value 𝑝 = 𝑡 + ℓ ∗𝐸 based on its arrival time 𝑡 , the overall
size ℓ of the flow to which it belongs (preventing starvation),
and the epoch length 𝐸. Cells with lower priorities are sent first.

(3) ISD (Idealized Sender-Driven) provides a very optimistic upper
bound for the performance achievable by an end-to-end sender-
driven congestion control mechanismwhich aims to achieve fair
sharing between senders, such as the TCP suite of algorithms.
In this design, nodes have clairvoyant, up-to-date knowledge
of how many flows are currently being sent to each destination
in the network. Whenever a node starts or finishes sending a
flow, the global view of flows is immediately updated for all
nodes. Nodes limit their sending rate to ensure that the total
amount of traffic being sent to each receiver does not exceed a
maximum bandwidth 𝑅. We use an 𝑅 of 1.25

2ℎ , a low value that
still allows the throughput bound to be reached.

(4) RD and NDP are both based on the receiver-driven transport
protocol used by NDP [19], but simplified to only use PULL
messages. NDP also uses packet trimming, providing a close
approximation to NDP within the context of Shale. As with
hop-by-hop, this protocol reserves a portion of each timeslot
to send small control messages. However, here control messages
are sent end-to-end using the same routing as regular cells. To
reduce the queuing encountered by these control messages,
only one PULL message is sent for every 20 cells received from
each sender.

NDP has good performance when used with packet spraying
on packet-switched networks. In this environment, queuing is al-
most exclusively due to incast, occuring in the queue between the
destination TOR and end-host [19]. This greatly differs from Shale,
where queuing can occur throughout the path. For our NDP, we use
a maximum queue length of 100 to prevent too many cells from
being dropped and reducing throughput due to retransmissions.
Despite this conservative cutoff, when running the heavy-tailed
workload under ℎ = 4, over 3% of packets are dropped.
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Figure 10: Buffer occupancies and normalized flow comple-
tion times for the short flow workload.

Short flow workload.We begin by examining the performance
of our various congestion control mechanisms and baselines using
the short flow workload, which primarily creates path collision
congestion.

The lower graphs in Figure 10 show the FCTs achieved by various
congestion control mechanisms for the short flow workload. As
expected, spray-short is quite effective at improving tail flow
completion times for all flow size categories. While hop-by-hop on
its own is not well-suited for this workload, as it mainly addresses
egress congestion, it still limits queuing, especially for ℎ = 4. The
best queuing and FCTs are achieved by the combined HBH+spray.

priority’s scheduling policy optimizes mean flow completion
time [3] (For mean FCT graphs, see Appendix B.1); here, this comes
at the expense of tail latency. ISD and RD are clearly mismatched
with this workload, having only marginal differences compared to
none. This demonstrates the need to address path-collision conges-
tion using in-network interventions, rather than end-to-end rate
limiting. While NDP performs decently in this test, it is not quite
as effective as spray-short and HBH+spray. Even though NDP had
a lower maximum queue length than spray-short for both ℎ = 2
and ℎ = 4 (for queue length graphs, see Appendix B.2), many more
queues reach near this maximum length. This made cells more
likely to encounter long queuing delays.

In some of the lines in these graphs, the normalized FCT for
4-16 kB flows is longer than for 0-4 kB flows. For both of these
flow sizes, the FCT is dominated by the latency of the most-delayed
cell. When the cell latency distribution has an especially long tail,
4-16 kB flows are more likely to sample deep into this tail, resulting
in worse tail FCTs.

The top two graphs in Figure 10 show the tail buffer occupancies,
or total number of enqueued cells, at each node over the course
of the simulation. As with flow completion times, spray-short is
highly effective at reducing buffer occupancy for this workload.
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Figure 11: Buffer occupancies and normalized flow comple-
tion times for the heavy-tailed workload.

Combining with hop-by-hop results in even lower buffer occu-
pancy, particularly for ℎ = 4.

Finally, we measured throughput over the course of the work-
load. For this workload, following an initial ramp-up period, all
mechanisms achieved average throughput within 2.5% of 𝐿, the
target load. In particular, spray-short does not negatively affect
the throughput of this workload.

Heavy-tailed workload. This workload produces considerable
egress congestion, leading to FCTs and queuing differing by mul-
tiple orders of magnitude between different congestion control
mechanisms.

The lower graphs in Figure 11 show tail FCTs. For this workload,
hop-by-hop is effective at reducing tail latencies. In particular,
short flows have their FCTs reduced by 2-3 orders of magnitude
compared to none. HBH+spray brings an additional improvement.
In particular, for ℎ = 4, HBH+spray achieves tail normalized FCTs
of under 24 for short flows. Because of ℎ = 4’s use of 8-hop paths,
this is within 3x of the theoretical limit without queuing. For ℎ = 2,
while HBH+spray limits queuing, tail latencies are slightly higher
than for NDP and significantly higher than the idealized ISD. This
is due to cases where short flows are incasted with long flows.
hop-by-hop treats all cells to the same destination identically, so
cells from short flows experience the same egress congestion as cells
from incasted long flows; we discuss this further in Appendix B.3.

The top graphs in Figure 11 show the observed tail buffer oc-
cupancy. While spray-short is able to slightly reduce tail buffer
occupancies, by maintaining its queuing invariant, hop-by-hop is
able to reduce them by several orders of magnitude, outperforming
both RD and NDP. HBH+spray achieves even better performance: for
ℎ = 4, nodes at the 99.99th percentile had fewer than 100 cells
enqueued in total.

Takeaways. Shale’s congestion control, HBH+spray, outperforms
all of our baselines on both the short flow workload, and on the

Figure 12: Throughput achieved with 10K nodes under fail-
ures, and the lower bound without failures.
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Figure 13: Active buckets, queue lengths, and FCTs for the
short flow workload as system size scales.

heavy-tailed workload when ℎ = 4. In the latter case, HBH+spray
achieves over an order of magnitude better short flow FCTs and
buffer occupancy than NDP. For the heavy-tailed workload on ℎ = 2,
it is only significantly outperformed by the idealized ISD baseline.

5.4 Performance under Failures
We evaluate the effect of node failures on throughput for 10K nodes
with Shale ℎ = 2, 4. We use a synthetic workload consisting of
10 overlaid permutation traffic matrices to specifically benchmark
the effect on throughput. Our permutations do not include the
failed nodes, ensuring that we properly measure the throughput
achievable by the remaining nodes. We run this simulation for 2
million timeslots and report the average destination throughput
over the course of the run. Figure 12 shows the results of our
experiment.

Takeaways. Under node failures, throughput is reduced roughly
in proportion to the number of failed nodes. As long as most nodes
are active, good throughput is maintained.
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5.5 Scalability
To demonstrate the scalability of Shale, we consider two metrics: (i)
the hardware resource requirements to buffer packets and (ii) the
tail flow completion times. We simulate the short flow workload
with systems of various sizes between 4,096 nodes and 50,625 nodes,
as shown in Figure 13. The top graphs show the maximum number
of active buckets and maximum PIEO queue length observed, two
important values for determining the hardware resources required
(as discussed in Section 4.3). The bottom graphs show the 99.9%
size-normalized FCTs.

Even when scaling system size by over an order of magnitude,
ℎ = 2 Shale only uses 2.5 times more active buckets, and PIEO
queue lengths appear to plateau. ℎ = 4 Shale is even more recource
efficient, with the number of active buckets remaining nearly flat,
and queue lengths increasing by only around 50%. For ℎ = 2, there
is at most a 2x increase in short-flow FCTs, while for ℎ = 4, Shale
maintains almost exactly the same short flow latencies.

Takeaways. Shale has exceptional scalability. Both latencies and
hardware resource requirements are similar even when scaling the
system size by over an order of magnitude, especially for ℎ = 4.

6 RELATEDWORK

Existing ORN designs. RotorNet [27] proposes a datacenter-wide
ORN based on Rotor switches, a form of optical circuit switch that
requires committing to a fixed schedule. Prototype Rotor switches
were demonstrated with a reconfiguration time of 150 𝜇s, but it was
argued that 10 𝜇s should be possible for a production switch. Sir-
ius [5] evolves on RotorNet by using tunable lasers and diffraction
gratings to reconfigure the network far more rapidly, achieving a
guard band of only 3.84 ns. Shoal [39] proposes an electronic ORN
within a resource-disaggregated rack. By using circuit switches,
Shoal reduces power consumption compared to packet switches,
supporting 100s of nodes in a single rack.

While there has been clear progress in improving the hardware
capabilities and reach of ORNs, these designs all use a schedule
and routing scheme similar to the one described in Section 2. As
a result, all of these systems have poor latency scalability. Shale
represents a major step forward for ORNs by introducing a tunable
tradeoff between throughput and latency. Because it is agnostic to
the specific hardware implementation, Shale can extend all three
of these designs, enabling them to scale to far larger environments.

Opera [26] uses greatly expanded timeslots, configuring the
network as a new expander graph during each timeslot, allowing
latency-sensitive traffic to be routed via multiple hops on a single
configuration. We discuss the consequences of this design and com-
pare it to interleaving in Shale in Section 3.2.1. Cerberus [15] uses a
derivative of the Rotornet ORN design as one component of an opti-
cal datacenter network, along with demand-aware reconfiguration
and static graphs. This demonstrates the potential of using ORNs
as a building block of demand-aware networks, as we propose to do
with interleaving. MARS [1] analyzes ORNs through the properties
of the time-collapsed connection graph, and uses this to derive
a tradeoff between throughput and buffering of forwarded cells.
However, as with [4] it does not consider the effects of queuing at
intermediate nodes.

Non-oblivious reconfigurable networks. Hybrid networks such
as Helios [11] and c-Through [47] combine packet switches and
MEMS-based optical circuit switches to build low cost, high band-
width datacenter networks. These works rely on a central controller
to periodically reconfigure the optical circuit switch based on the
current traffic demand. Jupiter Evolving [33] augments a traditional
datacenter network by connecting machine aggregation blocks
with optical switches. These switches reconfigure infrequently, and
use traffic engineering to ensure efficient use of the resulting direct-
connect topology. TopoOpt [48] uses optical switches to create an
optimized direct-connect topology for DNN model training, and
customizes the all-reduce algorithm to best match the resulting
topology. The recent Lightwave Fabrics paper [24] combines both
an in-chip-interconnection and a datacenter-wide optical network
to create optimized fixed topologies for machine learning jobs.
These works demonstrate the incredible potential of optical circuit
switches, but require extensive knowledge or even engineering of
workloads, reducing their flexibility compared to ORNs.

Ethernet flow control. Ethernet flow control attempts to prevent
packet loss, creating a lossless link layer. Ethernet flow control at-
tempts to prevent packet loss, creating a lossless link layer. PAUSE
frames [41] allow an overloaded node to request that its neighbors
pause sending. This pause affects all traffic, potentially creating
new congestion at previous hops which can cascade throughout
the network [34]. Priority Flow Control, or PFC [42], allows sepa-
rate pausing of 8 traffic classes, but otherwise suffers from similar
weaknesses. Thanks to Shale’s highly regular schedule and rout-
ing, we show that it is practical to avoid head-of-line blocking in
hop-by-hop, avoiding these issues.

Asynchronous TransferMode (ATM).ATMnetworks operate us-
ing virtual circuits, in which end hosts must negotiate a path before
sending traffic. Under credit-based congestion control [20], ATM
switches implemented flow control on a per-virtual-circuit basis,
with nodes exchanging credits to indicate free buffer space, similar
to tokens in hop-by-hop. By maintaining credit per-destination,
hop-by-hop is able to achieve similar isolation capabilities to credit-
based congestion control while being coordination free.

7 CONCLUSION
In this paper, we introduced Shale, a practical, scalable ORN de-
sign. Shale generalizes existing ORN designs to achieve a tunable
tradeoff between throughput and latency scaling that is Pareto op-
timal among all ORN designs (up to a constant factor). We show
that by interleaving multiple tunings in parallel, both latency- and
throughput-sensitive flow can be routed on the most advantageous
schedule. In order to deliver low latency, we developed hop-by-hop
and spray-short, two congestion control mechanisms that syn-
ergize with each other to provide a complete solution. We imple-
mented an FPGA-based prototype end-host, showing that Shale
can scale to datacenter-sized networks while using orders of mag-
nitude fewer hardware resources than existing ORN designs. We
also extended Shale’s congestion control to communicate node and
link failures, and showed that Shale continues to operate well even
under failures. Shale’s design is agnostic to the specific switching
technology, and thus enables ORNs in all domains to be scaled to
larger network sizes than would be practical with existing designs.
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AVAILABILITY
Our packet-level Shale simulator and FPGA end-host prototype are
available under an open-source license at https://reconfigurable-
networks.github.io/.
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APPENDIX
Appendices are are supportingmaterial that has not been peer-reviewed.

A EXPANDING ON NODE FAILURES
A single node or link failure in Shale impacts all flows in the sys-
tem, as cells must now be sprayed so as to avoid paths that traverse
the failed node or link. Achieving this requires three ingredients:
detecting failures, propagating information about failures, and react-
ing to information about failures. We implement these ingredients
through an extension of hop-by-hop.

To detect failures in Shale, note that nodes both send and receive
a cell from each of their neighbors once per epoch, even if there is no
traffic to send. If a node 𝑖 does not receive a cell from a neighboring
node 𝑗 , it can conservatively assume that either the node or the
link is failed. Once node 𝑖 establishes that a failure has occurred,
it immediately stops sending cells to node 𝑗 , ensuring symmetric
detection of link failures in case both nodes are still otherwise
active.

To propagate information about failed links (and by extension,
failed nodes), we introduce invalidation tokens, which indicate
which paths must be invalidated due to a failed link. Invalida-
tion tokens have a similar format as the regular tokens used in
hop-by-hop, and can similarly be sent using the portion of headers
allocated to returning tokens. We add a single bit to the header in
order to differentiate a regular token from an invalidation token.
Invalidation tokens are of the form { 𝑗, 𝑛}, and indicate that a node
has no valid way to route cells with 𝑛 spraying hops remaining
toward destination 𝑗 .

Tokens with 𝑛 = 0 communicate that the last link on the direct
path leading to node 𝑗 is no longer usable. Because a link failure in-
validates many direct semi-paths at once, a single invalidation token
with index 0 may indicate that cells at node 𝑖 can no longer reach
multiple destinations via direct semi-paths. Therefore, invalidation
tokens with index 0 do not correspond to a single bucket (recall,
a bucket indicates a specific destination and number of spraying
hops remaining) in the same way as regular tokens. Meanwhile,
tokens with 𝑛 > 0 do correspond to a single bucket. They indicate
that a node has no valid way to route toward destination 𝑗 on a
path with 𝑛 spraying hops remaining.

We first address direct hops. When node 𝑖 determines that its
link in phase 𝑝 to neighboring node 𝑗 has failed, it immediately
drops all cells awaiting their last hop to node 𝑗 . Cells being sent on
their direct semi-path via node 𝑗 to another destination are reset to
their first spraying hop and re-enqueued, while cells on spraying
hops via node 𝑗 are simply re-enqueued to a different neighboring
node in the same phase. Node 𝑖 then sends the invalidation token
{ 𝑗, 0} to all of its neighbors.

When a node 𝑘 receives an invalidation token of the form { 𝑗, 0}
from neighbor 𝑘′ in phase 𝑞, it learns that the final link in the direct
path from 𝑘′ to 𝑗 has failed. Since direct paths are deterministic
and form a tree, it can compute the final link (𝑖, 𝑗) and the phase
𝑝 that this final link occurs in by considering the direct path the
invalidation token must have traveled on over the past few phases.
Node 𝑘 reacts by first dropping all cells enqueued to be sent on
a direct semi-path to node 𝑗 via node 𝑘′. It then finds all cells
enqueued on direct semi-paths via the failed link to destinations
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Figure 14: Mean slowdowns for experiments in Section 5.3.

other than 𝑗 , and resets them to their first spraying hop. Finally,
node 𝑘 forwards the invalidation token { 𝑗, 0} to all neighboring
nodes it connects with in phases 𝑝 through 𝑞 − 1, inclusive. These
are the neighbors that could themselves forward a cell to node 𝑘
whose direct path would then traverse the failed link.

We now address spraying hops. Once a node 𝑘 receives an in-
validation token from a neighbor 𝑘′ of the form { 𝑗, 𝑛}, it from then
on avoids sending cells to destination 𝑗 on their (ℎ − 𝑛)th spraying
hop via 𝑘′. If it has any such cells currently enqueued, it instead
attempts to spray them via a different spraying hop in the same
phase which has not yet been invalidated. If 𝑘 has already received
identical invalidation tokens from all other neighbors in the same
phase 𝑝 , this means that node 𝑘 cannot reach destination 𝑗 on paths
with 𝑛 spraying hops remaining via any of its neighbors in phase
𝑝 . Instead of re-spraying the cells, it drops them. Additionally, it
sends an invalidation token of the form { 𝑗, 𝑛 + 1} to all neighboring
nodes in phase 𝑝 − 1.

To account for failed links coming back online, we introduce
re-validation tokens. Re-validation tokens have the same format as
invalidation tokens and are propagated in the same way, but have
the reverse effect. To differentiate invalidation and re-validation
tokens, we add an additional bit in the header.

B ADDITIONAL GRAPHS
B.1 Mean FCT Slowdowns
Figure 14 shows themean flow completion times that were observed
for the experiments shown in Figure 10 and Figure 11. HBH+spray
has very low mean queuing times, and is usually either the best or
nearly the best out of all evaluated congestion control mechanisms.
These graphs show that priority indeed improves the mean flow
completion time compared to none. However, because priority
does not actually reduce queue lengths, HBH+spray outperforms it
even on this measure.
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Figure 15: Queue lengths observed during the short flow
workload.
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Figure 16: Queue lengths observed during the heavy-tailed
workload.

B.2 Queue Lengths
Figure 15 shows the queue lengths observed during the short flow
workload. Although NDP and HBH+spray have similar maximum
queue lengths, NDP has a far higher 99th percentile queue length.
This helps to explain why NDP experiences worse buffering.

Figure 16 shows the queue lengths observed during the heavy-
tailed workload. Note that for both ℎ = 2 and ℎ = 4 NDP, over 1% of
queues are at or near the point where packets would be dropped.
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Figure 17: Tail latencies for flows that do not experience
incast with very long (>256 MB) flows.

B.3 Tail FCT slowdowns for non-incasted flows
Because hop-by-hop does not differentiate between cells bound for
the same destination, if a short flow is sent to the same destination
as an ongoing long flow experiencing egress congestion, the short
flow will experience the same egress congestion. For ℎ = 4, because
each node only has a small number of neighbors at our system
scale, hop-by-hop is able to strongly limit the queue lengths in
this type of situation. However, at our system size, nodes in ℎ = 2
have an order of magnitude more neighbors, allowing longer per-
bucket queues to build up at each node, increasing latency for
incasted flows. Additionally, the epoch length for ℎ = 2 is an order
of magnitude longer than for ℎ = 4 at our system size, making
latency more sensitive to this effect. For this reason, HBH+spray
experiences somewhat more tail latency than the ISD baseline for
the heavy-tailed workload on ℎ = 2, but not on ℎ = 4.

In order to evaluate the degree of this effect, Figure 17 shows the
tail latencies only for flows that are not being incast to the same
destination as ongoing very long flows (size > 256 MB). When those
flows are excluded, HBH+spray with ℎ = 2 performs more similarly
to ISD.

C ADDITIONAL IMPLEMENTATION DETAILS
Figure 18 visualizes the RX and TX paths described in Section 4.1,
along with the clock cycles needed in the critical path for each
step. Each node in Shale sends and receives one cell per timeslot,
requiring both the RX and TX path to be run once per timeslot.
However, they can be run in parallel.

Note that the TX path takes multiple clock cycles to complete.
Dequeuing from a PIEO queue takes 4 cycles [35], only 3 of which
are a part of our critical path. This delays transmission as the end-
host dequeues the next eligible bucket from the relevant PIEO queue.
Adding to this is the overhead from DRAM read latencies, which
can delay the final steps of the TX path by many clock cycles. We
therefore pre-compute which cells to send, allowing us to use the
entire timeslot for transmission.

For our evaluation in Section 5.1, timeslots are long enough
that the entire TX and RX paths complete within a single timeslot.
However, both our TX and RX paths can be pipelined to enable
much faster timeslot periods. The main limit is PIEO operations,
which occupy the PIEO hardwaremodule for four cycles. Our design
can easily support four-cycle timeslots by using a dedicated PIEO
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Figure 18: Step-by-step breakdown of receive and send paths
in Shale’s hardware implementation.

source id 15 bits destination id 15 bits
remaining sprays 2 bits sequence number 22 bits

token 1 17 bits token 2 17 bits
CRC checksum 8 bits

Figure 19: 12-byte header format valid for up to 32,768 nodes.

module for both the RX and TX paths. Our packet simulations in
Sections 5.2 to 5.5 begin a new timeslot every 5.632 ns. Today’s
networkingASICs frequently have a clock rate of around 1GHz [23],
which is more than sufficient to support this timeslot period.

In order to minimize the overhead of reconfiguration, we set
the timeslot period based on the length of the guardband (i.e., the
reconfiguration delay) and the port count at each node. When these
two parameters are kept constant, the same frequency ASIC is
sufficient to support our routing and congestion control even at
higher line rates. If needed, timeslots could potentially be started
more frequently by either using a higher-frequency PIEO module,
or using multiple PIEO modules in parallel.

In our evaluation of Shale, we assume 256-byte cells with a
12-byte header and 244-byte payload. Figure 19 shows a header
structure that is valid for Shale with ℎ ≤ 4 and up to 32,768
nodes. This header supports hop-by-hop, which we combine with
spray-short (which does not require support from the header).

D THE TOKEN BUDGET PARAMETER
There is significant potential for hop-by-hop to limit throughput
when the propagation delay is too large relative to the epoch length.
Once a node sends a cell, even if the next hop immediately forwards
it, it still takes at least twice the propagation delay to receive a token
back. This limits the sending rate of cells in the same bucket. If
propagation delay is double the epoch length, then the round-trip
to return tokens takes 4 epochs, and only 1

4 the bandwidth of each
link is available to a given bucket.

To mitigate this, we introduce a parameter 𝑇 , the token budget.
Rather than only sending one cell from the same bucket on a given
link before receiving a token back, nodes may send up to 𝑇 such
cells. This is intended to mitigate the following scenario: note that
it takes at least two propagation delays for a node to receive a token
back after sending a cell, even if the next node can forward the
cell on its subsequent hop immediately. When propagation delay
is large relative to epoch length, this can unnecessarily reduce the
rate at which a node can send cells on their next hops. This can be
particularly problematic when the propagation delay is multiple
times larger than the epoch length. Therefore, we introduce the
token budget𝑇 . We allow a node to send up to𝑇 cells from the same
bucket on a given link before receiving a token back. Increasing 𝑇
therefore increases the maximum sending rate of individual flows,
at the expense of decreasing hop-by-hop’s effectiveness.

Increasing𝑇 is the most effective on the first hop. This is because
the most constrained parts of the path between any two nodes are
the first and final hop. While frames can always be sent on the
final hop without waiting for tokens, this is not the case for the
first hop. We therefore introduce an additional parameter 𝑇𝐹 , the
first-hop token budget. This parameter operates the same as 𝑇 but
only affects first hops, achieving most of the benefits of increasing
𝑇 while reducing its negative effects.

For permutation traffic, Shale’s throughput guarantee can be met
as long as the propagation delay is no greater than ℎ𝑇𝐹𝐸, where 𝐸
is the epoch length. Increasing𝑇𝐹 beyond this point allows senders
to take advantage of periods of reduced overall network activity to
send above Shale’s throughput guarantee. Shale’s use of VLB en-
sures that there is high fan-out on subsequent hops in the spraying
semi-path, and high fan-in along the direct semi-path. The degree
of fan-in / fan-out is ℎ

√
𝑁 − 1, so Shale’s throughput guarantee can

be met as long as 1
2ℎ ( ℎ

√
𝑁−1)

of the bandwidth of the penultimate
link is available. This is true when the propagation delay is no
greater than ℎ𝑇 ( ℎ

√
𝑁 − 1)𝐸. For systems with longer propagation

delay, the 𝑇 parameter can be increased to mitigate this effect.
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